
 

 

 
 
 

 
Discussion Paper: 2016/02 

 
Crime, Deterrence and Punishment Revisited 

 
 

Richard Kelaher, Vasilis Sarafidis and Maurice Bun 
 

 
 
 
 
 

www.ase.uva.nl/uva-econometrics 
 

Amsterdam School of Economics 
Roetersstraat 11 
1018 WB  AMSTERDAM 
The Netherlands 
 

 

 



Crime, Deterrence and Punishment Revisited�

Richard Kelaher

University of Sydney

Vasilis Sara�disy

Monash University

Maurice Bunz

University of Amsterdam

March 17, 2016

Abstract

Despite an abundance of empirical evidence on crime spanning over forty

years, there exists no consensus on the impact of the criminal justice system

on crime activity. We construct a new panel data set that contains all rel-

evant variables prescribed by economic theory. Our identi�cation strategy

allows for simultaneity and controls for omitted variables and measurement

error. We deviate from the majority of the literature in that we specify

a dynamic model, which captures the essential feature of habit formation

and persistence in aggregate behavior. Our results show that the criminal

justice system exerts a large in�uence on crime activity. Increasing the risk

of apprehension and conviction is more in�uential in reducing crime than

raising the expected severity of punishment.
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1 Introduction

Crime, originating from the root of Latin cern�o (�I decide, I give judgment�),

is the behavior judged by the State to be in violation of the prevailing norms

that underpin the moral code of society. Where informal social controls are not

su¢ cient to deter such behavior, the State may intervene to punish or reform those

responsible through the criminal justice system. The precise sanctions imposed

depend on the type of crime and the prevailing cultural norms of the society. For

o¤ences deemed to be serious, criminal justice systems have historically imprisoned

those responsible, in the hope that a combination of deterrence and incapacitation

may lower the crime rate. According to an estimate, about 10 million people in

the world are institutionalized for punishment, almost half of which are held in

America, China and the U.K. (Walmsley, 2009). Over the past thirty years, the

American prison population has more than quadrupled. Such massive increases

in the U.S. prison population may be explained almost entirely by an increase in

punitiveness rather than an increase in crime rates (see e.g. Raphael and Stoll,

2009), leading some to label this extraordinary measure one of the largest scale

policy experiments of the century. Other countries such as the U.K. and Australia

have also experienced rising prison populations.

How e¤ective is the criminal justice system in deterring crime? To what extent

do changes in the expected punishment in�uence the motivation of individuals to

engage in illegal pursuits? How much wrong-doing does each additional prisoner

avert? In order to address these questions in a constructive way it is important to

recognize that changes in the aggregate crime rate stem from individual behavior.

Policies such as increased sentence lengths may lower the crime rate through two

possible channels; deterrence and incapacitation. It is well accepted in the litera-

ture that for a particular policy to be e¤ective it cannot operate on incapacitation

e¤ects alone (Durlauf and Nagin, 2010). In turn, for a policy to deter criminal

behavior it must be designed with an understanding of what causes individuals to

engage in criminal activity.

During the early part of the twentieth century criminal behavior was viewed as

a type of social illness. For example, the strain theory of Merton (1938) suggests

that crime is a behavioral response to social inequality. The seminal papers by

Becker (1968) and Ehrlich (1975) changed this view, postulating that individuals

engage in such activity simply because the subjective expected bene�t exceeds

the expected cost of doing so. Criminals, therefore, do not di¤er from the rest
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of society in their basic motivation but in their appraisal of bene�ts and costs.

On this view a rational criminal behaves in a calculated manner, considering the

bene�t of the illegal act together with the risk of apprehension and conviction as

well as the likelihood and severity of potential punishment, which are a function of

three separate stages of processing through the criminal justice system pertaining

to the roles of police, courts and prison system respectively. The idea of a rational

criminal forges an important link with the deterrence hypothesis that underpins

the criminal justice system � the notion that the crime rate can be reduced by

raising the expected cost of criminal activity.

Since the seminal work of Becker (1968) and Ehrlich (1975), a large empir-

ical literature has developed, seeking to inform public policy by collecting data

on various populations and building econometric models that describe criminal

behavior of individuals. The public concern about crime is well justi�ed given the

pernicious e¤ects that it has on economic activity, as well as on the quality of

one�s life in terms of a reduced sense of personal and proprietary security. How-

ever, despite the rich history of econometric modeling spanning over forty years,

there is arguably no consensus on whether there is a strong deterrent e¤ect of law

enforcement policies on crime activity. Empirical studies provide mixed evidence

that are insu¢ cient to draw clear conclusions, see Table 1 for an overview of recent

studies.

The present study revisits the economics of crime and punishment and pro-

vides a case study for New South Wales (NSW), Australia. Our empirical strat-

egy takes into account various important methodological issues arising in existing

crime studies. First, identi�cation strategies employed in the literature can be

problematic because deterrence variables are often assumed to be strictly exoge-

nous without testing such speci�cation, or if otherwise, the instrumental variables

used may be weak and/or invalid. This study makes use of dynamic panel data

analysis, which provides natural instruments with respect to su¢ ciently lagged val-

ues of the endogenous regressors. These instruments are more likely to be valid in

panels because the multi-dimensionality of panel data allows one to capture richer

sources of unobserved heterogeneity relative to time series and cross-sectional data

alone. Estimation is implemented using the well established Generalized Method

of Moments (GMM). The validity of the instruments used is examined empirically

using tests for weak identi�cation and overidentifying restrictions.

Second, our study speci�es a complete econometric model of crime, making

use of a wide range of relevant deterrence, economic and demographic variables;
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this is rarely the case with existing empirical studies, as shown in Table 1. We

therefore avoid omitted variables bias as discussed in e.g. Mustard (2003), who

concludes that previous estimates of arrest-rate e¤ects are understated due to

omitted conviction rates.

Third, while the economic model of crime purports to represent individual be-

havior, most data involve some form of aggregation � often, measurement takes

place at the country or state level. In practice this could yield results that are

inconsistent with economic theory. For example, Levitt (2001) argues that rely-

ing on national time series data can be particularly problematic since averaging

across all of the locales removes useful variation, which may potentially result in

misleading inferences. In the present study we are able to achieve a relatively low

level of aggregation since the unit of observation is the Local Government Area

(LGA) level in NSW.

Finally, we deviate from the majority of the literature in that we specify a dy-

namic model of crime, which captures the essential feature of habit formation and

costs of adjustment in aggregate behavior. This is important because it permits

distinguishing between the e¤ect of law enforcement policies in the short- and the

long-run, and deriving equilibrium conditions as well as other meaningful dynamic

quantities such as mean and median lag length of the e¤ects.1

The sensitivity of our results is analyzed extensively. First, we examine di¤er-

ent moment conditions, depending on whether the probability of arrest is treated

as endogenous or (weakly) exogenous, and we test for the validity of each spec-

i�cation. Second, we apply the methodology of Griliches and Hausman (1986)

in order to test for measurement error in the data. Third, we estimate the crime

model using a range of estimators other than GMM. Finally, we examine the e¤ect

of omitted variables in our model. The conclusions of our analysis appear to be

robust.

The remainder of this paper is as follows. Section 2 discusses the empirical

evidence pertaining to the economic model of crime and reviews the various spec-

i�cation problems. Section 3 presents the econometric speci�cation employed in

this study and discusses the identi�cation strategy. Section 4 reports the empirical

results. A �nal section concludes.
1For a recent overview on the dynamic panel data literature, see Bun and Sara�dis (2015).
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2 Evidence on Crime Deterrence

Following the seminal papers by Becker (1968) and Ehrlich (1975), expected utility

derived from criminal activity is a function of the probability of arrest (PA), the

probability of conviction given arrest (PCjA), the probability of imprisonment con-

ditional on conviction (PP jC) and the expected prison sentence length (S). These

variables are the standard deterrence variables that appear in the literature and

are the focus of our analysis. Therefore, the expected utility from criminal or

non-legal (NL) activity can be written as

E(UNL) = (1� PA)UNL(Y ) + PA(1� PCjA)UNL(Y � C)

+PAPCjAPP jCU
NL(Y � C � S)

+PAPCjA(1� PP jC)UNL(Y � C � S 0), (1)

where Y denotes the income owing from the criminal act, material or otherwise;

C represents the costs that are incurred upon being charged with a crime but not

necessarily punished (for example, social stigmatisation and diminished employ-

ment prospects); S is the cost of imprisonment; and S 0 denotes the cost when an

alternative to imprisonment is used as punishment.

In words, the �rst term on the right hand side represents the full bene�t of

criminal activity in the case that one is not caught, which occurs with probability

(1�PA); the second term represents the bene�t from criminal activity in the event
that one is arrested but not convicted of the crime (de�ated by C, which denotes

the costs) occurring with probability PA(1�PCjA)2; the third term represents the
bene�t from criminal activity in the event that one gets caught, convicted and

therefore is punished (de�ated by C+S), occurring with probability PAPCjAPP jC ;

and the fourth term captures all cases where the criminal is caught and found

guilty, as with the previous term, but where an alternative to imprisonment is

used. This occurs with probability PAPCjA(1�PP jC), and the bene�t from criminal
activity is de�ated by C + S 0. It is typically assumed that imprisonment is the

most severe punishment possible for any given crime � that is, S > S 0.
The main implication from the theoretical model for individual behavior to-

wards crime is that increases in PA, PCjA or PP jC decrease the expected utility

derived from criminal activity. Thus, a potential criminal behaves in a calculated

2Although it is likely that the collateral costs of criminal charges are greater if the individual is
actually convicted of crime, assuming that the full extent of these costs are incurred immediately
upon arrest greatly simpli�es the exposition of the analysis.
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manner, taking into account the risk of apprehension and conviction as well as the

likelihood and severity of punishment for a given level of bene�t of the criminal

act. Therefore, the crime rate can be reduced by increasing the expected cost of

criminal activity.

Unfortunately, empirical analysis of the e¤ect of law enforcement policies on

criminal activity is inherently problematic due to the nature of crime data avail-

able. In particular, data collected from individuals are self-reported and are

doubtlessly a¤ected by signi�cant measurement error. Moreover, the time and

cost involved in surveying a representative population can be prohibitively large.

As a result, empirical studies of crime typically use some form of aggregate data,

which describe crime in locales (for example local areas, states or countries) and

are based on o¢ cial records rather than self-reported information.

However, aggregate data are also not without problems, leading some to suggest

that the use of individual and aggregate data may be regarded as two complemen-

tary approaches (Trumbull, 1989). In particular, aggregate data may inherently

introduce a form of bias by aggregating over individuals, since the economic model

of crime purports to describe illegal behavior of individual agents. Furthermore,

the use of aggregate data introduces a problem of simultaneity that makes the

causal e¤ect of law enforcement policies on crime more di¢ cult to identify. For

example, an exogenous upward shift in crime rate may overwhelm police resources,

given that police resources are �xed in the short term, causing the probability of

arrest to decrease. And even if reverse causality were not present in the data, the

empirical probability of arrest (when de�ned as number of arrests divided by the

number of crime incidents) is endogenous in the crime equation by construction,

since the numerator of the dependent variable (number of crime incidents) is the

denominator in the probability of arrest. This arti�cially induces a negative cor-

relation between the two variables (Nagin, 1978) � a phenomenon that is known
as �ratio bias�in the literature (see e.g. Dills et al., 2008). Closely related to this

ratio bias is measurement error in both the crime rate and probability of arrest.

Typically reported instead of the actual number of crimes has been used leading

to a potential measurement error issue in both variables (Levitt, 1998).

Despite the potential for simultaneity when the relation between crime, policing

and justice is modeled using aggregate data, the majority of earlier studies that

span the period up to 1980 do not control for endogeneity, which casts doubt

on their results (Blumstein et al., 1978). It is well known that in the presence

of endogeneity, least-squares based estimates of the economic model of crime are
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contaminated by the reverse e¤ect that crime may exhibit on law enforcement

policies, and hence are biased and inconsistent. Dills et al. (2008) use aggregate

data to demonstrate that raw correlations between crime rates and deterrence

variables are frequently weak or even perverse due to the problem of simultaneity,

and note that any identi�cation strategy would need to be powerful enough to

partial out the e¤ect of deterrence on the crime rate and provide a result consistent

with economic theory.

A further problem that may arise in empirical studies that use aggregate data

is the potential for omitted variable bias in the estimated parameters. In partic-

ular, it is hardly ever the case that a complete model is speci�ed that includes

all deterrence variables prescribed by economic theory. This is likely to be due

to lack of data or the fact that certain experimental designs intended to combat

endogeneity preclude the possibility of examining all deterrence variables of inter-

est. Whatever the appropriate explanation is, the evidence on crime deterrence

has come to conform broadly to several distinct sub-literatures, in which the ef-

fect of the probability of arrest, the probability of conviction, the probability of

imprisonment and the length of average sentence are rarely examined together.

Table 1 about here

Table 1 summarizes the empirical results for some of the most widely cited

contributions to the crime deterrence literature using aggregate data. For each

of the studies noted, the table reports the sampling population, the unit of ob-

servation, the structure of the data followed by the sample size3, the method

used to estimate the model, the type of crime analyzed and �nally the actual re-

sults. Clearly, there is a paucity of studies that estimate a fully speci�ed economic

model of crime, with notable exceptions being the papers by Pyle (1984), Trum-

bull (1989) and Cornwell and Trumbull (1994). However, in both Pyle (1984)

and Trumbull (1989) all deterrence variables are treated as exogenous and there-

fore least-squares based methods are used to obtain estimates of the parameters.

Trumbull (1989) justi�es this choice claiming that simultaneity is not a salient fea-

ture of the existing dataset, based on the results of a Wu-Hausman speci�cation

test. Cornwell and Trumbull (1994) treat the probability of arrest as endogenous

but all remaining variables as exogenous. The authors fail to �nd a statistically

signi�cant relationship between the deterrence variables and crime using a 2SLS

3For panel data models the cross-sectional dimension, N , is given �rst, followed by the time
dimension, T .
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procedure.4 Nevertheless, they produce inferences based on least-squares, arriving

at a conclusion similar to Trumbull (1989) in that, as it is argued, the probability

of arrest is exogenous.

The remaining studies restrict their attention to a particular variable of in-

terest. Failing to include all deterrence variables fosters a disconnect between

economic theory and empirical analysis. In order for a criminal to be punished,

the person must be arrested and found guilty �rst; omitting the probability of ar-

rest and conviction clearly ignores a fundamental aspect of the criminal decision.

For example, Mustard (2003) shows that arrest rates are likely to be negatively

correlated with the probability of conviction and sentence length since arrest rates

are often substitutes for conviction rates and sentences. As a result Mustard (2003)

concludes that previous estimates of the marginal e¤ect of the probability of ar-

rest may understate the true e¤ect of the arrest rate by as much as �fty percent.

Furthermore, omitted variables may invalidate estimation based on instrumen-

tal variables, as instruments may not be orthogonal to the deterrence variables

omitted from the regression.

3 Econometric speci�cation

3.1 Empirical Model

The dependent variable in our empirical analysis is the crime rate, which is the

number of crime o¤ences committed in a given local government area (LGA) i

at time t (labeled crmit) divided by population (popit). The rate of crime is not

the same as the binary �crime - no crime�decision an individual faces, but it is

arguably the closest substitute one can observe at the aggregate level. The eco-

nomic model of crime postulates that criminals are rational individuals who assess

the risk of apprehension and conviction as well as the likelihood of punishment

prior to committing an o¤ence, and ultimately evaluate the expected bene�t and

cost associated with an illegal activity. Therefore, the crime rate is modeled as a

function of the empirical probability of arrest, the probability of conviction given

arrest and the probability of imprisonment given conviction. This leads to the

4Bun (2015) shows that this is due to weak instruments.

8



following estimated empirical model:

ln

�
crmit

popit

�
= � ln

�
crmit�1

popit�1

�
+ �1 ln

�
arrit
crmit

�
+ �2 ln

�
convit
arrit

�
+�3 ln

�
imprit
convit

�
+ �4 ln avsenit + �5 ln incomeit

+�6 lnunempit + �i + �t + "it, (2)

for t = 1; :::; T time periods and i = 1; :::; N regions and with (arrit; convit; imprit)

the number of arrests, convictions and imprisonments respectively. The inclusion

of sentence length (avsenit), income (incomeit) and unemployment (unempit) in

the equation captures the expected gains from the illegal and legal sectors. Precise

de�nitions of all variables used in our regression analysis are provided in Table 2.

Table 2 about here

Using short-hand notation the empirical model can be rewritten as:

ln crmrit = � ln crmri;t�1 + �1 ln prbarrit + �2 ln prbconvit

+�3 ln prbimprit + �4 ln avsenit + �5 ln incomeit

+�6 lnunempit + �i + �t + "it: (3)

The error term in (3) allows for regional-level e¤ects (�i) that may be correlated

with the regressors as well as time e¤ects (�t) that capture common variations in

crime across regions.

We remark that we deviate from the literature in a signi�cant way in that we

also allow for persistence in the level of crime due to habit formation and costs

of adjustment, thus specifying a dynamic model of crime. In contrast, common

practice in the literature employs a static model, where the entire e¤ect of law

enforcement policies is assumed to be realized immediately within the same time

period. The speci�cation (3) implies a dynamic e¤ect of the deterrence variables on

the crime rate, for which the speed of adjustment is determined by the coe¢ cient

of the lagged value of the dependent variable.

Many of the models used in the literature (see e.g. Table 1) are restricted ver-

sions of (3). For example, many studies do include the probability of arrest, but

exclude the probabilities of conviction and imprisonment and sentence lengths.

Mustard (2003) shows, however, that arrest rate e¤ects are severely underesti-

mated omitting convictions rates and sentence lengths from the analysis.
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3.2 Identi�cation Strategy

We estimate model (3) by the Generalized Method of Moments (GMM) developed

originally by Hansen (1982) and adapted for estimation of dynamic panel data

models by Arellano and Bond (1991), Arellano and Bover (1995) and Blundell

and Bond (1998), among others. The GMM approach has the advantage that,

compared to maximum likelihood, it requires much weaker assumptions about the

initial conditions of the data generating process, and avoids full speci�cation of the

serial correlation and heteroskedasticity properties of the error, or indeed any other

distributional assumptions. Moreover, GMM is a natural choice when multiple

explanatory variables are endogenous. For the reasons discussed in Section 2, we

treat the probability of arrest as an endogenous regressor. The lagged crime rate,

which models the short-run dynamics, is an additional endogenous regressor.5

We combine information from the original model in levels (3) with the �rst-

di¤erenced model:

� ln crmrit = �� ln crmri;t�1 + �1� ln prbarrit + �2� ln prbconvit

+�3� ln prbimprit + �4� ln avsenit + �5� ln incomeit

+�6� lnunempit +��t +�"it, (4)

resulting in System GMM estimation (Blundell and Bond, 1998). Since dynamic

panels are often largely overidenti�ed, an important practical issue is how many

moment conditions to use. It is well documented that numerous instruments can

over�t endogenous variables in �nite samples, resulting in a trade o¤ between bias

and e¢ ciency. There is substantial theoretical work on the over�tting bias of GMM

coe¢ cient estimators in panel data models (Ziliak, 1997; Alvarez and Arellano,

2003; Bun and Kiviet, 2006). Furthermore, with many moment conditions the

power of (mis)speci�cation tests deteriorates rapidly (Bowsher, 2002). Roodman

(2009) compares two popular approaches for limiting the number of instruments:

(i) the use of (up to) certain lags instead of all available lags and (ii) combining

instruments into smaller sets. There is a clear bias reduction especially under the

second approach. Therefore, we follow these recommendations and only use the

two nearest lagged instruments. Furthermore, we collapse them resulting in the

5We treat all remaining explanatory variables in model (3) as strictly exogenous regressors.
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following four moment conditions for the model in �rst di¤erences:

E

"
TX
t=3

ln prbarri;t�2�"it

#
= 0; E

"
TX
t=4

ln prbarri;t�3�"it

#
= 0;

E

"
TX
t=3

ln crmri;t�2�"it

#
= 0; E

"
TX
t=4

ln crmri;t�3�"it

#
= 0: (5)

In addition, we exploit the following two (collapsed) moment conditions for the

original model in levels:

E

"
TX
t=3

� ln prbarri;t�1(�i + "it)

#
= 0; E

"
TX
t=3

� ln crmri;t�1(�i + "it)

#
= 0:

(6)

We note that another advantage of collapsed instruments is that the underlying

time-speci�c moment conditions do not need to hold exactly for each time period,

but only in sum.

Regarding the probability of arrest we will also estimate speci�cations under

further exogeneity assumptions. In case of weak exogeneity we add

E

"
TX
t=3

ln prbarri;t�1�"it

#
= 0; (7)

to the set of moment conditions for the �rst-di¤erenced model, while replacing the

levels moment condition (6) by:

E

"
TX
t=3

� ln prbarrit(�i + "it)

#
= 0: (8)

In case of strict exogeneity we further add the following three moment conditions

for the �rst-di¤erenced model:

E

"
TX
t=3

ln prbarri;t�j�"it

#
= 0; j = 0;�1;�2; (9)

while for the levels model we use the same moment condition as under weak

exogeneity.

It is well known that identi�cation can be weak when the panel data are per-

sistent. We therefore check the identi�cation strength of the exploited moment

conditions in various ways. First, we estimate pure autoregressive models for the

endogenous regressors and check whether autoregressive dynamics are reasonably
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far away from the unit root. Second, we use the Kleibergen-Paap (2006) rank sta-

tistic to test for underidenti�cation in the �rst-di¤erenced and levels IV models.

To check the validity of the estimated speci�cation, we report the p-value of

Hansen�s (1982) J test of overidentifying restrictions and the p-value of Arellano

and Bond�s (1991) test of serial correlation of the disturbances up to second order.

The former is used to determine empirically the validity of the overidentifying

restrictions in the GMM model. The latter is useful because the validity of lagged

instruments crucially depends on the absence of higher-order residual autocorre-

lation in the �rst-di¤erenced model.

Long-run estimates are computed by dividing the short-run slope coe¢ cients

by one minus the estimated autoregressive parameter. Robust standard errors are

reported in parentheses, which are valid under arbitrary forms of heteroskedastic-

ity and serial correlation. Furthermore, we perform the correction proposed by

Windmeijer (2005) for the �nite-sample bias of the standard errors of the two-step

GMM estimator.6 The standard errors of the long run estimated parameters are

subsequently obtained using the Delta method.

4 Data and Empirical results

4.1 Data

We construct a new dataset containing information on criminal activity and de-

terrence for all N = 153 local government areas in New South Wales, each one

observed over a period of T = 13 years from 1995/96 to 2007/08. The Australian

Standard Geographic Classi�cation (ASGC) de�nes the LGA as the lowest level

of aggregation following the census Collection District (CD) and Statistical Lo-

cal Area (SLA).7 Thus, the LGA represents a low level of aggregation compared

to standard practice in the literature, where regressions using city-, state- and

country-level data are common. To the best of our knowledge, this is the �rst

panel model of crime that has been constructed for Australia. The raw data for

crime o¤ences and deterrence variables have been purchased from the NSWBureau

of Crime Statistics and Research. Income and population data have been obtained

6All GMM results have been obtained using David Roodman�s xtabond2 algorithm in Stata
13.

7Each CD contains on average about 225 households (2001 Census). There are about 37,000
CDs throughout Australia. The boundaries of an SLA are designed to be typically coterminous
with Local Government Areas unless the LGA does not �t entirely into a Statistical Subdivision,
or is not of a comparative nature to other LGA�s. There are 193 SLAs in NSW.
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from the Australian Bureau of Statistics (ABS) website, while the unemployment

data have been purchased from the Small Area Labour Markets division of the

Department of Education, Employment and Workplace Relations (DEEWR).

The NSW Bureau of Crime Statistics and Research provides two alternative

de�nitions for average prison sentence; average non-parole period and average head

sentence. We use the non-parole period in the analysis because this represents

more closely the actual amount of time spent in con�nement. The raw data for

income and population are not readily comparable with the crime data because

they are based on di¤erent ASGC standards, i.e. LGA boundaries are de�ned

slightly di¤erently by the NSW Bureau and the ABS. To this end, we mapped the

data to a common ASGC standard (2006) using a series of concordance tables, in

order to achieve consistency. Similarly, the unemployment data were �rst mapped

to the same ASGC standard (2006) to account for name and boundary changes

that occured in the LGAs over the sample period. The resulting SLA data were

then aggregated to the LGA level to be directly comparable to the other data.

Table 3 about here

Table 3 reports descriptive statistics for the di¤erent categories of crime con-

sidered in our analysis. As expected, the mean value of the rate of violent crime is

smaller than that of property crime and it exhibits a much smaller dispersion as

well, which indicates that violent crime occurs less frequently and is more localized.

The empirical probability of arrest is higher on average for violent crime, which

is perhaps re�ective of the fact that violent crime typically involves face-to-face

contact increasing the probability of apprehension. The mean value of average

sentence length is much larger than the value in the 90th percentile, which shows

that there is a relatively small number of very big sentences in the sample.

To get an idea of the time series persistence in our data we estimate pure

autoregressive models for the crime rate and the probability of arrest, i.e. the

endogenous regressors in our empirical analysis. System GMM estimates of au-

toregressive coe¢ cients are in the range 0.2-0.6, which shows moderate persistence

only. Not surprisingly panel unit root tests (Harris and Tzavalis, 1999; Im et al.

2003) reject the null hypothesis of a unit root for both crime rates and probability

of arrest and for both property and violent crime.
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4.2 Baseline estimation results

We analyse property crime and violent crime separately, based on the econometric

model presented in the previous section. System GMM estimates allowing for

endogeneity of lagged crime and the probability of arrest are reported in Table 4.

We use the 6 moment conditions as de�ned in (5) and (6).

Table 4 about here

The p-values from the various reported mis-speci�cation tests show no evidence

of lack of validity of the estimated speci�cation. Furthermore, the Kleibergen-Paap

(2006) rank tests indicate no underidenti�cation, hence lagged crime and arrest

rate instruments have predictive power for the endogenous regressors in both the

model in �rst-di¤erences and the original speci�cation in levels.

The GMM estimates of the parameters are of the expected sign in the short-

and the long-run. Thus, for property crime a one percent increase in the proba-

bility of arrest appears to decrease the expected value of the crime rate by 0.256

percent in the short-run and 0.548 percent in the long-run, ceteris paribus. Like-

wise, the elasticity of the probability of conviction is about -0.275 and -0.590 in

the short- and long-run respectively. The fact that the estimated elasticities are

larger in the long-run is well anticipated, since typically one needs time to adjust

fully to changes in law enforcement policies, due to habitual behavior, imperfect

knowledge and uncertainty. In particular, the value of the autoregressive parame-

ter indicates that it takes about 3.5 years for 90% of the total impact of either one

of the explanatory variables on crime to be realized, all else being constant.

The estimated coe¢ cient of the probability of imprisonment is not signi�cant,

while average sentence length only seems to matter for violent crime. Furthermore,

they both appear to exhibit a much smaller e¤ect on crime compared to the

probability of arrest and the probability of conviction. This shows that imprisoning

more criminals, or imprisoning them for longer, is not as e¤ective as increasing

the risk of apprehension or conviction once arrested. In other words, criminal

activity seems to be highly responsive to the prospect of arrest and conviction,

but less responsive to the prospect or severity of imprisonment. This provides

support to the idea that the consequences of being arrested and found guilty of a

criminal o¤ence include the indirect sanctions imposed by society and not just the

punishment meted out by the criminal justice system. A convicted individual may

no longer enjoy the same opportunities in the labor market or the same treatment
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by their peers, and so the opportunity cost of lost income and the cost to the

individual of social stigmatization is implied in the event of conviction. Zimring

and Hawkins (1973, p174) argue:

�O¢ cial actions can set o¤ societal reactions that may provide poten-

tial o¤enders with more reason to avoid conviction than the o¢ cially

imposed unpleasantness of punishment�.

The results suggest that the lost social standing resulting from a conviction

may well outweigh the e¤ects of prison sentence, let alone a �ne or community

service order.

Compared with earlier deterrence estimates the estimated arrest and convic-

tion elasticities are large. The long-run or total e¤ects reported in Table 4 are

(in absolute value) in the range 0:50 � 0:90. Often the measured elasticities for
these deterrence variables are (in absolute value) smaller than 0.50, see Table 1.

4.3 Sensitivity analysis

As discussed previously, the arrest probability is often seen as an endogenous re-

gressor in the empirical crime literature. We have therefore estimated our baseline

crime model allowing for endogeneity of the probability of arrest. However, e¢ -

ciency gains may result by imposing further exogeneity assumptions on this main

deterrence regressor. We distinguish between two cases, i.e. weak exogeneity and

strict exogeneity. Table 5 reports these results based on System GMM. In case of

weak exogeneity we add (7) to the set of moment conditions for the �rst-di¤erenced

model, while replacing the levels moment condition (6) by (8). In case of strict

exogeneity of the arrest probability we further add the moment conditions in (9).

Table 5 about here

In Table 5 we also show p-values from di¤erence-in-Hansen statistics testing

the validity of various subsets of moment conditions. We distinguish the moment

conditions due to (1) exogeneity/endogeneity of the probability of arrest; (2) en-

dogeneity of lagged crime; (3) mean stationarity. The p-values from the various

reported mis-speci�cation tests show no serious problem with the assumption of

weak exogeneity of the probability of arrest. This assumption furthermore greatly
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improves the estimation results8 in the sense that the arrest rate elasticity is es-

timated with much more precision. The further assumption of strict exogeneity

lowers the p-value of the Hansen test somewhat for property crime, although it is

still insigni�cant.

To further test the exogeneity of the arrest probability we apply the empirical

test of Griliches and Hausman (1986) on the presence of measurement error. The

idea is that longer di¤erences, as opposed to �rst di¤erences, are less vulnerable to

measurement error. Therefore, in absence of measurement error the OLS estimator

of the arrest rate elasticity in the di¤erenced crime model should not show any

systematic pattern across the di¤erence length. Levitt (1998) applied this test to

investigate the extent of measurement error and ratio bias in the crime-arrest rate

relationship and �nds no signi�cant measurement error. The empirical results for

the Australian crime data are in Table 6.

Table 6 about here

The results in Table 6 corroborate the �ndings of Levitt (1998) that there is

little evidence of measurement error and ratio bias in the probability of arrest. We

took �rst, second, third and fourth di¤erences, and the arrest rate elasticity does

not change substantially across speci�cations.

Imposing (weak) exogeneity of the arrest probability one can also use alterna-

tive inference methods. Fixed e¤ects Maximum Likelihood procedures are consis-

tent for a small number of time periods T , while the standard �xed e¤ects OLS

estimator is consistent when T is large enough. Here T = 13 is double digit, hence

we may apply such methods with some con�dence.

Table 7 about here

Table 7 reports estimation results using a range of ML and OLS �xed e¤ects

estimators. Pooled OLS is shown (for completeness only) in column (1). It is

obvious that not accounting for region speci�c e¤ects leads to severe underesti-

mation of the e¤ect of the judicial system on crime, whereas the autoregressive

coe¢ cient is biased upwards, as expected. Column (2) reports standard �xed ef-

fects OLS (LSDV or within) estimates, while for column (3) the Transformed ML

estimator (Hsiao et al., 2002) has been used. In general, coe¢ cient estimates from

8Outcomes from the Kleibergen-Paap (2006) rank test also improve substantially under the
assumption of weak exogeneity.
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these estimators are plausible in sign and magnitude, and both give similar de-

terrence estimates. Arrest and conviction rate elasticities are (in absolute value)

somewhat smaller than the System GMM estimates of Table 4, while estimated

standard errors suggest much higher precision. Finally, column (4) shows Mean

Group estimates (Pesaran and Smith, 1995) allowing for cross-sectional parame-

ter heterogeneity. The pattern of the coe¢ cient estimates is mostly in line with

the estimates of other estimators, which suggests that the assumption of common

parameters across regions is not restrictive. The only notable di¤erence is the

estimated autoregressive parameter, which indicates less persistence especially for

violent crime.

Finally, we analyze the sensitivity of our results to omitted deterrence variables.

Mustard (2003) shows how excluding conviction rates and sentence length from the

model leads to omitted variables bias. In particular, due to the negative correlation

between these regressors and the probability of arrest an underestimate of the true

e¤ect of arrest rates on crime may result. Table 8 reports results from speci�cations

including only the probability of arrest as a deterrence regressor. We show both

System GMM and �xed e¤ects OLS (LSDV) estimates.

Table 8 about here

The pattern of the OLS estimates corroborate the �ndings of Mustard (2003),

i.e. omitting other relevant deterrence variables lowers the arrest rate elasticity

considerably. The GMM estimates, however, do not show such a result. The

reason is that the moment conditions used are still valid as the outcomes of the

various misspeci�cation tests suggest. In other words, the lagged instruments used

are robust to omitted variables and, hence, similar arrest rate estimates result

compared with the GMM estimates in Table 4.
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5 Concluding Remarks

We estimate an econometric model for crime using a new panel data set containing

information on illegal activity and deterrence variables for local government areas

in New SouthWales, Australia. We take into account various endogeneity concerns

expressed previously in the literature. Our �ndings suggest that the criminal

justice system can potentially exert a large impact on crime.

Our results show that increasing the risk of apprehension and conviction ex-

hibits a much larger e¤ect in reducing crime compared to raising the expected

severity of punishment. This may have signi�cant policy implications. For exam-

ple, if it were estimated that the cost of keeping a prisoner incarcerated for a year

was roughly equivalent to the cost of making a single additional arrest, then one

could justify a redirection of resources from prisons to policing. This implies that

imprisoning more criminals, or imprisoning them for longer, is not optimal from

a policy perspective, assuming that the cost involved behind these activities is of

similar magnitude.

In our analysis we address the impact of simultaneity, measurement error and

omitted variables. The resulting dynamic panel data model of crime is estimated

by the Generalized Method of Moments. We show that the detrimental e¤ects of

measurement error and ratio bias are largely absent in our data. Moreover, we

don�t �nd overwhelming evidence for simultaneity between arrest rates and crime.

Furthermore, our identi�cation strategy is robust to the exclusion of relevant de-

terrence variables, which typically tend to understate the e¤ect of law enforcement

policies.

There are several interesting issues that remain to be explored. In particular,

given our analysis it would be useful to measure the e¤ectiveness of di¤erent police

activities in in�uencing the risk of apprehension and determining the empirical

probability of arrest following an o¤ence. Furthermore, from an economic point

of view it is inviting to examine the costs and bene�ts associated with crime

prevention. We intend to pursue both of these issues in future research.
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Table 2: De�nition of variables in the crime model

Variable De�nition

crmr Number of criminal incidents divided by total population

prbarr Number of arrests divided by criminal incidents

prbconv Number of convictions divided by arrests

prbimpr Number of imprisonments divided by convictions

avsen Average non-parole period (months) imposed for prison sentences

income Average wage and salary earner income

unemp Unemployment rate (%)

Table 3: Descriptive statistics

Variable Crime type Mean Stdev 10th Perc 90th Perc

Crime rate

Property 0.066 0.036 0.034 0.096

Violent 0.034 0.024 0.016 0.049

Probability of arrest

Property 0.111 0.052 0.056 0.175

Violent 0.344 0.128 0.198 0.505

Probability of conviction

Property 0.333 0.211 0.153 0.502

Violent 0.340 0.140 0.200 0.500

Probability of imprisonment

Property 0.108 0.097 0.000 0.207

Violent 0.088 0.072 0.000 0.171

Average sentence (days)

Property 5.3 4.3 0.0 9.2

Violent 606.1 9672.3 0 23.6

Income ($ �000) 34.0 9.4 25.2 44.0

Unemployment (%) 7.1 5.1 3.0 12.4

Descriptive statistics computed for the variables used in regression analysis. N = 153 and T = 13,

yielding a total of 1,989 observations.

20



Table 4: System GMM estimates of the crime model

property violent

Short-run Long-run Short-run Long-run

Lagged crime rate 0.534 0.554

(0.078) (0.075)

Probability of arrest -0.256 -0.548 -0.355 -0.797

(0.093) (0.272) (0.103) (0.300)

Probability of conviction -0.275 -0.590 -0.391 -0.876

(0.055) (0.198) (0.062) (0.263)

Probability of imprisonment -0.007 -0.014 0.016 0.035

(0.010) (0.022) (0.012) (0.030)

Average sentence 0.004 0.009 -0.007 -0.016

(0.008) (0.019) (0.004) (0.009)

Income -0.173 -0.371 -0.658 -1.476

(0.099) (0.247) (0.145) (0.506)

Unemployment 0.111 0.238 0.039 0.087

(0.032) (0.102) (0.026) (0.068)

p-value overidentifying restrictions 0.293 0.558

p-value serial correlation

- lag 1 0.000 0.000

- lag 2 0.740 0.356

p-value rank test

- �rst-di¤erences 0.022 0.000

- levels 0.000 0.001

Note: Windmeijer (2005) standard errors reported in parentheses. Each regression includes

LGA-speci�c e¤ects and time-speci�c e¤ects.
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Table 5: System GMM estimates under weak and strict exogeneity

property violent

endo weak strict endo weak strict

Lagged crime rate 0.534 0.537 0.621 0.554 0.515 0.545

(0.078) (0.066) (0.052) (0.075) (0.085) (0.078)

Probability of arrest -0.256 -0.267 -0.181 -0.355 -0.399 -0.355

(0.093) (0.063) (0.041) (0.103) (0.080) (0.052)

Probability of conviction -0.275 -0.280 -0.225 -0.391 -0.426 -0.388

(0.055) (0.045) (0.036) (0.062) (0.069) (0.054)

Probability of imprisonment -0.007 -0.006 -0.010 0.016 0.018 0.014

(0.011) (0.011) (0.010) (0.012) (0.013) (0.012)

Average sentence 0.004 0.004 0.002 -0.007 -0.007 -0.007

(0.008) (0.008) (0.008) (0.004) (0.004) (0.004)

Income -0.173 -0.186 -0.130 -0.658 -0.723 -0.654

(0.099) (0.083) (0.074) (0.145) (0.14) (0.107)

Unemployment 0.111 0.110 0.078 0.039 0.048 0.039

(0.032) (0.029) (0.024) (0.026) (0.029) (0.027)

p-value overidentifying restrictions

- probability of arrest 0.686 0.723 0.334 0.612 0.914 0.877

- lagged crime 0.176 0.147 0.241 0.403 0.591 0.353

- mean stationarity 0.471 0.366 0.285 0.380 0.608 0.404

- overall 0.293 0.366 0.174 0.558 0.830 0.834

p-value serial correlation

- lag 1 0.000 0.000 0.000 0.000 0.000 0.000

- lag 2 0.740 0.749 0.736 0.356 0.291 0.370

Note: see Table 4.

Table 6: Di¤erence OLS estimators of the arrest rate elasticity

property violent

�rst di¤erences -0.151 -0.186

(0.028) (0.029)

second di¤erences -0.133 -0.193

(0.034) (0.036)

third di¤erences -0.138 -0.200

(0.036) (0.041)

fourth di¤erences -0.134 -0.210

0.044 (0.046)

Note: Cluster robust standard errors reported in parentheses.

Control variables and time-speci�c e¤ects included.
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Table 7: OLS and ML estimators of the crime model

property violent

POLS LSDV TML MG POLS LSDV TML MG

Lagged crime rate 0.919 0.527 0.635 0.458 0.897 0.468 0.621 0.220

(0.012) (0.031) (0.044) (0.042) (0.015) (0.032) (0.035) (0.041)

Probability of arrest -0.054 -0.181 -0.170 -0.121 -0.034 -0.234 -0.222 -0.235

(0.014) (0.025) (0.028) (0.036) (0.017) (0.026) (0.025) (0.041)

Probability of conviction -0.100 -0.201 -0.200 -0.122 -0.149 -0.247 -0.211 -0.198

(0.015) (0.021) (0.029) (0.018) (0.019) (0.020) (0.018) (0.023)

Probability of imprisonment -0.002 -0.019 -0.014 -0.003 0.004 -0.024 -0.010 -0.025

(0.006) (0.006) (0.007) (0.014) (0.006) (0.007) (0.006) (0.010)

Average sentence -0.005 -0.013 -0.010 -0.038 -0.003 0.001 -0.000 0.002

(0.008) (0.008) (0.008) (0.017) (0.003) (0.003) (0.002) (0.006)

Income -0.087 -0.535 -0.546 -0.427 -0.115 -0.194 -0.297 0.108

(0.026) (0.099) (0.108) (0.074) (0.029) (0.101) (0.102) (0.077)

Unemployment 0.020 0.016 0.004 -0.023 0.001 -0.008 -0.006 0.042

(0.007) (0.013) (0.011) (0.032) (0.007) (0.012) (0.010) (0.026)

Note: Pooled OLS (POLS), Least Squares Dummy Variables (LSDV), Transformed ML (TML), Mean Group (MG).

Table 8: Excluding conviction and sentencing data

property violent

GMM LSDV GMM LSDV

Lagged crime rate 0.532 0.525 0.605 0.503

(0.070) (0.034) (0.069) (0.029)

Probability of arrest -0.252 -0.048 -0.397 -0.067

(0.098) (0.018) (0.130) (0.023)

Income -0.124 -0.259 -0.717 -0.206

(0.124) (0.168) (0.175) (0.186)

Unemployment 0.127 0.003 0.079 0.003

(0.034) (0.014) (0.031) (0.016)

p-value overidentifying restrictions 0.220 0.479

p-value serial correlation

- lag 1 0.000 0.000

- lag 2 0.361 0.996

Note: Probability of conviction, imprisonment and average sentence length omitted.

23



References

Alvarez, J. andM. Arellano (2003). The time series and cross-sectional asymptotics

of dynamic panel data estimators. Econometrica 71, 1121-1159.

Arellano, M. and S. Bond (1991). Some tests of speci�cation for panel data: Monte

Carlo evidence and an application to employment equations. Review of Eco-

nomic Studies 58, 277-298.

Arellano, M. and O. Bover (1995). Another look at the instrumental variable

estimation of error-components models. Journal of Econometrics 68, 29-51.

Becker, G. S. (1968). Crime and punishment: An economic approach. Journal of

Political Economy 76(2), 169-217.

Blumstein, A., Cohen, J., and Nagin, D. S., editors (1978). Deterrence and In-

capacitation - Estimating the E¤ect of Criminal Sanctions on Crime Rates.

National Academies Press, Washington, DC.

Blundell, R. and Bond, S. (1998). Initial conditions and moment restrictions in

dynamic panel data models. Journal of Econometrics 87(1), 115-143.

Bodman, P. M. and Maultby, C. (1997). Crime, punishment and deterrence in

Australia: A further empirical investigation. International Journal of Social

Economics 24, 884-901.

Bowsher, C. G. (2002). On testing overidentifying restrictions in dynamic panel

data models. Economics Letters 77, 211�220.

Bun, M.J.G. (2015). Identifying the impact of deterrence on crime: internal versus

external instruments. Applied Economics Letters 22 (3), 204-208.

Bun, M.J.G. and J.F. Kiviet (2006). The e¤ects of dynamic feedbacks on LS and

MM estimator accuracy in panel data models. Journal of Econometrics 132,

409-444.

Bun, M.J.G. and V. Sara�dis (2015). In Baltagi B., editor, Dynamic panel data

models. The Oxford Handbook of Panel Data, Oxford. Chapter 3.

Car-Hill, R. and Stern, N. (1973). An econometric model of the supply and control

of recorded o¤ences in England and Wales. Journal of Public Economics 2(4),

289-318.

Corman, H. and Mocan, H. N. (2000). A time-series analysis of crime, deterrence,

and drug abuse in new york city. The American Economic Review 90(3), 584-

604.

Cornwell, C. and Trumbull, W. N. (1994). Estimating the economic model of crime

with panel data. The Review of Economics and Statistics 76(2), 360-366.

24



Dills, A. K., Miron, J. A., and Summers, G. (2008). What do economists know

about crime? National Bureau of Economic Research Working Paper Series,

No. 13759.

Durlauf, S. N. and Nagin, D. S. (2011). The deterrent e¤ect of imprisonment. In

Controlling Crime, P. Cook, J. Ludwig, and J. McCrary, eds., Chicago: Univer-

sity of Chicago Press.

Ehrlich, I. (1973). Participation in illegitimate activities: A theoretical and em-

pirical investigation. Journal of Political Economy, 81(3), 521-565.

Ehrlich, I. (1975). The deterrent e¤ect of capital punishment: A question of life

and death. American Economic Review, 65(3), 397-417.

Fajnzylber, P, Lederman, D. and Loayza, N. (2002). Inequality and violent crime.

Journal of Law and Economics, 45(1), 1-39.

Griliches, Z., and Hausman, J. (1986). Errors in variables in panel data. Journal

of Econometrics 31, 93-118.

Haas, E. (1980). The supply and demand for municipal crime prevention.American

Economist 24(1).

Hansen, L. P. (1982). Large sample properties of generalized methods of moments

estimators. Econometrica 50(4), 1029-1054.

Harris, R. D. F., and Tzavalis, E. (1999). Inference for unit roots in dynamic

panels where the time dimension is �xed. Journal of Econometrics 91, 201-226.

Hsiao, C., Pesaran, M.H. and Tahmiscioglu, A.K. (2002). Maximum likelihood es-

timation of �xed e¤ects dynamic panel data models covering short time periods.

Journal of Econometrics 109,107�150.

Im, K. S., Pesaran, M.H., and Shin, Y. (2003). Testing for unit roots in heteroge-

neous panels. Journal of Econometrics 115, 53-74.

Johnson, R. and Raphael, S. (2012). How much crime reduction does the marginal

prisoner buy? Journal of Law and Economics 55(2), 275-310.

Kleibergen, F. and R. Paap (2006). Generalized reduced rank tests using the sin-

gular value decomposition. Journal of Econometrics 133, 97-126.

Klick, J. and Tabarrok, A. (2005). Using terror alert levels to estimate the e¤ect

of police on crime. Journal of Law and Economics, 48(1), 267-279.

Levitt, S. D. (1996). The e¤ect of prison population size on crime rates: Evi-

dence from prison overcrowding litigation. The Quarterly Journal of Economics

111(2), 319-351.

Levitt, S. D. (1997). Using electoral cycles in police hiring to estimate the e¤ect

of police on crime. The American Economic Review 87(3), 270-290.

25



Levitt, S.D. (1998). Why do increased arrest rates appear to reduce crime: deter-

rence, incapacitation, or measurement error? Economic Inquiry 36, 353-372.

Levitt, S. D. (2001). Alternative strategies for identifying the link between unem-

ployment and crime. Journal of Quantitative Criminology 17(4), 377-390.

Levitt, S. D. (2002). Using electoral cycles in police hiring to estimate the e¤ect

of police on crime: Reply. The American Economic Review 92(4), 1244-1250.

Liedka, R. V., Piehl, A. M., and Useem, B. (2006). The crime-control e¤ect of

incarceration: Does scale matter? Criminology and Public Policy 5(2), 245-276.

Marvell, T. and Moody, C. (1994). Prison population growth and crime reduction.

Journal of Quantitative Criminology 10(2), 109-140.

Marvell, T. B. and Moody, C. E. (1996). Specifcation problems, police levels, and

crime rates. Criminology 34(4), 609-646.

Merton, R. K. (1938). Social structure and anomie. American Sociological Review

3(5), 672-682.

Mustard, D. B. (2003). Reexamining criminal behavior: The importance of omit-

ted variable bias. The Review of Economics and Statistics 85(1), 205-211.

Nagin, D. S. (1978). General deterrence: A review of the empirical evidence.

In Blumstein, A., Cohen, J., and Nagin, D. S., editors, On the Feasibility of

Identifying the Crime Function in a Simultaneous Model of Crime Rates and

Sanction Levels. National Academies Press, Washington, DC.

Pesaran, M. H., and Smith, R. P. (1995), Estimating long-run relationships from

dynamic heterogeneous panels. Journal of Econometrics 68, 79-113.

Pyle, D. (1984). Combating crime: Do the police give value for money? Public

Money 4(1), 27-30.

Raphael, S. and Stoll, M. A. (2009). Why are so many americans in prison? In

Raphael, S Stoll, M. A., editor, Do Prisons Make Us Safer? The Bene�ts and

Costs of the Prison Boom. Russell Sage Foundation, New York.

Roodman, D. (2009). A note on the theme of too many instruments. Oxford Bul-

letin of Economics and Statistics 71, 135-158.

Sampson, R. J. and Cohen, J. (1988). Deterrent e¤ects of the police on crime: A

replication and theoretical extension. Law and Society Review 22(1), 163-189.

Sjoquist, D. L. (1973). Property crime and economic behavior: Some empirical

results. The American Economic Review 63(3), 439-446.

Trumbull, W. N. (1989). Estimations of the economic model of crime using aggre-

gate and individual level data. Southern Economic Journal 56(2), 423-439.

Walmsley, R. (2009). World prison population list. Technical report, King�s College

26



London.

Windmeijer, F. (2005), A �nite sample correction for the variance of linear e¢ cient

two step GMM estimators. Journal of Econometrics 126, 25-51.

Withers, G. (1984). Crime, punishment and deterrence in australia: An empirical

investigation. Economic Record 60(2), 176-185.

Witt, R. and Witte, A. (2000). Crime, prison, and female labor supply. Journal

of Quantitative Criminology 16(1), 69-85.

Ziliak, J.P. (1997). E¢ cient estimation with panel data when instruments are pre-

determined: An empirical comparison of moment-condition estimators. Journal

of Business & Economic Statistics 15, 419-431.

Zimring, F. E. and Hawkins, G. J. (1973). Deterrence - The Legal Threat In Crime

Control. University of Chicago Press, Chicago.

27


	CoverDP1602
	1602

